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FOREWORD

In the early and mid-1970s, semiconductor companies offered only a few rudimentary
microprocessors that most people have never heard of or have long forgotten. Now,
though, engineers, scientists, entrepreneurs, students, and hobbyists can choose from
a wide spectrum of processors, some of which include two, four, or more processor
“cores” that let a chip perform several tasks simultaneously. Then why do we need a
new type of eight-core processor developed by Parallax, a small company in Rocklin,
California? The reasons are many.

The Propeller chip takes a different approach and offers developers eight processors
with identical architectures. That means any 32-bit processor, or cog, can run code that
could run on any other cog equally well. You can write code for one cog and simply
copy it to run exactly the same way on another cog. This type of copy-and-paste
operation works well if you have, say, several identical servos, sensors, or displays
that run on one Propeller chip.

And unlike many multicore devices, a Propeller chip needs no operating system, so
you don’t have to learn Linux, Windows CE, VxWorks, or another operating system
to jump in and write useful code. Code-development tools are free, and you don’t need
add-ons that cut into your budget. The many projects in this book will help you better
understand how to take advantage of the Propeller chip’s capabilities.

The Propeller chip also simplifies operations and coordination of tasks because it
offers both shared and mutually exclusive resources. The former includes the chip’s 32
I/0 pins and its system counter, which gives all cogs simultaneous access to infor-
mation used to track or time events. Any cog can control any I/O pin, which means
you can assign I/O pins as needed and easily change assignments late in a project
schedule.

A central “Hub” controls access to the mutually exclusive resources such that each
cog can access them exclusively, one at a time. Think of the Hub as a spinner—or
propeller!—that rotates and gives each cog access to key resources for a set time.
Hub operations use the Propeller Assembly language instructions rather than the aptly
named higher-level Spin language. The Propeller’s main memory is one of the mutu-
ally exclusive resources. You would not want two programs to try to access memory
simultaneously or to modify a value in use by another cog.

The Propeller chip and Parallax offer users another, less tangible, asset: a devoted
cadre of users and developers. Parallax has an active Propeller Chip forum, with more
than 430 pages of posts that go back to early 2006. Parallax forum membership
has reached more than 17,000 registered members. Run a Google search for
“Parallax Propeller,” and you’ll find individual projects, discussions, products, and
code. If you run into a problem getting your hardware or software to work, someone
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on the Internet usually has a suggestion or comment—often within a few minutes.
Parallax also offers many add-on devices, such as accelerometers, ultrasonic range
sensors, GPS receivers, and an image sensor, that help bring projects and designs to
fruition rapidly.

Over the years I have worked with many types of processors, from early eight-bit
devices to new ARM-based chips. But none of the chip suppliers has offered such
a wide variety of practical educational information as Parallax offers for its proces-
sors. Anyone interested in the Propeller will find many articles, application notes,
lab experiments, and manuals on the company’s Web site to ensure they get off to a
good start and maintain their interest and momentum as they learn more. I like the
Parallax Propeller chip and have enjoyed working with it, although my coding skills
are still somewhat basic. You’ll like the Propeller, too, even if you only have a basic
curiosity about how computer chips can easily control things in the real world. As you
learn how to measure things such as voltage, temperature, sound, and so on, you’ll
get hooked. The Propeller chip is not only powerful and capable—it’s easy and fun
to work with.

JoN Titus
Friend of Parallax Inc. and microcomputer inventor
Herriman, Utah



INTRODUCTION

Parallax Inc. brought together nine experienced authors to write 12 chapters on many
aspects and applications of multicore programming with the Propeller chip. This book
begins with an introduction to the Propeller chip’s architecture and Spin programming
language, debugging techniques, and sensor interfacing. Then, the remainder of the
book introduces eight diverse and powerful applications, ending with a speech syn-
thesis demonstration written by the Propeller chip’s inventor, Chip Gracey. We hope
you find this book to be informative and inspirational. For more Propeller-related
resources, visit www.parallax.com/propeller, and to join in the conversation with the
Propeller community, visit forums.parallax.com.

ADDITIONAL RESOURCES FOR THIS BOOK

The software, documentation, example code, and other resources cited in the follow-
ing chapters are available for free download from PCMProp directory at ftp:/ftp.
propeller-chip.com.

About the Example Code Code listings for projects in this text come from
diverse sources. The Propeller chip’s native languages are object-based, and many
prewritten objects are included with the Propeller Tool programming software or are
posted to the public Propeller Object Exchange at obex.parallax.com.

Copyright for Example Code All Spin and Propeller Assembly code listings
included in this book, including those sourced from the Propeller Object Exchange,
are covered by the MIT Copyright license, which appears below.

Copyright © <year> <copyright holders>
Permission is hereby granted, free of charge, to any person obtaining a copy of
this software and associated documentation files (the “Software”) to deal in the
Software without restriction, including without limitation the rights to use, copy,
modify, merge, publish, distribute, sublicense, and/or sell copies of the Software,
and to permit persons to whom the Software is furnished to do so, subject to the
following conditions:

The above copyright notice and this permission notice shall be included in all
copies or substantial portions of the Software.

xvii
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THE SOFTWARE IS PROVIDED “AS IS,” WITHOUT WARRANTY OF ANY
KIND, EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED TO THE
WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR
PURPOSE AND NONINFRINGEMENT. INNO EVENT SHALL THE AUTHORS
OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES, OR
OTHER LIABILITY, WHETHER IN AN ACTION OF CONTRACT, TORT, OR
OTHERWISE, ARISING FROM, OUT OF, OR IN CONNECTION WITH THE
SOFTWARE OR THE USE OR OTHER DEALINGS IN THE SOFTWARE.

SPECIAL CONTRIBUTORS

Parallax Inc. would like to thank their team members: Chip Gracey for inventing the
amazing Propeller chip; Ken Gracey for envisioning this book; Joel “Bump” Jacobs
for creating the original cartoons in Chapters 1 and 2; Rich Allred for the majority of
the illustrations in Chapters 1 through 5; Jeff Martin, Andy Lindsay, and Chip Gracey
for authoring their chapters; and Stephanie Lindsay for coordinating production with
McGraw-Hill. Parallax also thanks André LaMothe for authoring his chapter and for
heading up the team of authors from the Propeller community: Martin Hebel, Hanno
Sander, Shane Avery, Joshua Hintze, and Vern Graner. Special thanks go to Jon Titus
for so generously providing the Foreword, and to Judy Bass at McGraw-Hill for find-
ing this project worthwhile and making it happen.



THE PROPELLER CHIP MULTICORE

MICROCONTROLLER

Jeff Martin

Introduction

In the 1990s, the term “multicore” had more to do with soldering equipment than it did
with computer processors. Though the concept was young and relatively nameless, this
was the time many silicon engineers began focusing their efforts on multiprocessor tech-
nology. By the middle of the following decade, “multicore” had become the industry
buzzword and the first consumer-accessible products arrived on the market. The short
years to follow would mark a time of extreme evolution, innovation, and adoption of
multicore technology that is bound to continue at a fast pace.

So what exactly is multicore and why is it so important? These are just two of the
many questions we’ll answer throughout this book, with insightful examples and excit-
ing projects you can build yourself. We’ll reveal how this technology is changing the
way problems are solved and systems are designed. Most importantly, we’ll show just
how accessible multicore technology is to you.

Caution: This book is a collaboration of many enthusiastic authors who are
eager to demonstrate incredible possibilities well within your reach. Reading this
material may leave you feeling inspired, exhilarated, and empowered to invent
new products and explore new ideas; prepare yourself!

In this chapter, we’ll do the following:
B Learn what multicore means and why it’s important

B Introduce the multicore Propeller™ microcontroller
B Explore Propeller hardware we’ll use throughout this book
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Multicore Defined

A multicore processor is a system composed of two or more independent CPUs, usually
in the same die, that achieves multiprocessing in a single physical package (see Fig. 1-1).
Put simply, a multicore chip can do many things simultaneously!

MULTIPROCESSING VERSUS MULTITASKING

Are you thinking “multitasking”? For computers, multitasking is a method of shar-
ing a single CPU for multiple, possibly unrelated tasks. A single-core device that
is multitasking fast enough gives the illusion of things happening at once.

A multicore device, however, achieves true multiprocessing: performing multiple
tasks simultaneously. In comparison, a multicore device can run at a slower speed, con-
sume less power, and achieve better results than a fast-running single-core device can.

In this book we will usually refer to “tasks,” “functions,” and “processes” in the
context of multiprocessing, rather than multitasking.

It may seem quite daunting to get multiple processors all working together in a single,
coherent application. In fact, once upon a time the task was notably treacherous since
it was unclear exactly how to apply multicore technology. Many complex systems
were devised that either stripped developers of power or burdened them with unruly
multithread obstacles.

Eight individual processors
on same silicon die.

) A ROM and RAM memory
shared by all processors.

Figure 1-1  Close-up of multicore Propeller chip silicon.
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Lucky for us, technique and technology have evolved to give us devices like the
Propeller microcontroller. It is now quite natural to create multicore applications. After
reading this book, you may find yourself wondering how you ever got along without it!

Why Multicore?

Why is multicore so important? After all, thousands of applications have been built
using single-core devices.

While that’s true, despite the successes, there have always been two obstacles imped-
ing progress: asynchronous events and task fidelity.

B Asynchronous events are things that occur when you least expect them. They are
inherently hard to handle in a timely manner with a single-core device.

B Task fidelity is the level of attention given to an activity. The lower the fidelity, the
lower the precision with which the task is carried out.

These are two opposing entities, each vying for the precious time of a single pro-
cessor. As asynchronous events increase, the fidelity of existing tasks suffers. As the
demand for task fidelity increases, fewer asynchronous events are handled.

With a single-core device, balancing these two competing demands often means
requiring processor interrupts and specialized hardware. Processor interrupts allow
asynchronous events to be addressed while specialized hardware remains focused on
high-fidelity tasks.

But is that the best solution? It means the “brains” of an application must rely on other
hardware for high-speed tasks and relegate itself to lower-priority tasks while waiting
for the interrupt of asynchronous events. It means systems become more expensive
and complex to build, often with multiple chips to support the demands. It also means
designers have the difficult challenge of finding the right “special” hardware for the
job, learning that hardware, and dealing with any limitations it imposes, all in addition
to programming the brains of the application in the first place!

Perhaps the best solution is most apparent in our everyday lives. How many times in
your life have you wished there were two of you? Or three or more? Ever needed to “finish
that report,” “make that call,” and “do those chores” while being pressed for quality time
with your spouse, friends, kids, or your hobbies? (See Fig. 1-2.)

Wouldn’t it be great, even for a short time, if you could do multiple things at once com-
pletely without distraction or loss of speed? Maybe we cannot, but a multicore device can!

Multicore Propeller Microcontroller

The Propeller microcontroller realizes this dream in its ability to clone its “mind” into
two, three, or even eight individual processors, each working simultaneously with no
distractions. Moreover, it can do this on a temporary or permanent basis with each
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Figure 1-2 Clones can multiprocess!

processor sleeping until needed, consuming almost no power, yet waking in less than
10 millionths of a second to handle events.

CLEAR YOUR MIND OF INTERRUPTIONS

If you know all about interrupts on single-core devices, forget it now! Interrupts
can be troublesome for real-time applications and are nonexistent in the multicore
Propeller. Why? With a device like the Propeller, you don’t need them. Just focus a
processor on a task that needs such handling; it can sleep until the needed moment
arrives and won’t negatively affect the rest of the application’s efforts.

The multicore Propeller is a system of homogenous processors and general-purpose
I/O pins. Learn to use one processor and you know how to use them all. There’s no
specialized hardware to learn for demanding tasks; just assign another processor to the
job. This incredibly useful hardware has inspired many who may otherwise have not
considered multicore technology for an embedded system application.

Tip: Since its inception, multicore technology has continued to evolve to give
us many kinds of devices, tools, and schemes. A quick review of “multicore” on
Wikipedia (www.wikipedia.org) reveals the many ways the term is applied to a
variety of unique hardware designs. We will focus on a solid foundation built with
simple rules and proven results. These concepts can help you regardless of the
multicore platform you use.


www.wikipedia.org
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CONCEPT

Demanding jobs require a highly skilled team of workers, a fine-tuned force that per-
forms in harmony aiming for a single goal. The multicore Propeller wraps this team
of processors into one tiny package. These processors, called cogs, are at your service
waiting to be called upon as the need arises. Both powerful and flexible, they lie dormant
until needed, sleep and wake on a moment’s notice, or run continuously.

The flat memory architecture, homogenous processor design, and built-in languages
make for a simple architecture that is easy to learn.

Use in Practice Here’s how you’d use the multicore Propeller microcontroller in
an application.

B Build a Propeller Application out of objects (see Fig. 1-3).

Tip: Objects are sets of code and data that are self-contained and have a specific
purpose. Many objects already exist for various tasks; you can choose from those
and can also create new ones.

B Compile the Propeller Application and download it to the Propeller’s RAM or
EEPROM (see Fig. 1-4).

B After download, the Propeller starts a cog to execute the application from Main
RAM, as in Fig. 1-5.

B The application may run entirely using only one cog or may choose to launch additional
cogs to process a subset of code in parallel, as in Fig. 1-6. Of course, this performs as
explicitly designed into each specialized object by you and other developers.

— Graphics_Demo Object =

When the top object is compiled,

all the objects referenced by it are
included in the downloadable

image, called a Propeller Application.

Spin Code

—_—
—_—
—_—
—_—
—_———
—_—

—_———
—_—_—

Each object has a specific talent that it
performs when called upon by the
object that references it. Additional
cogs may be started to assist with the
performance, if necessary, as designed.

TV Object

Spin Code

—_—
Propeller Assembly Code

_—
——
—_—

— Graphics Object =

Spin Code

B
Propeller Assembly Code

_—
——
—_—

—_—

—— Mouse ObjeCt

Spin Code

—_—

Propeller Assembly Code

—_—
—_—
—_———
—_—
e ——

Figure 1-3 A Propeller application’s object hierarchy.
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An application is
downloaded to

the Propeller's
RAM, and
optionally, its
external EEPROM.

' RAM-only downloads

Cog 1

Cog 0 [RAM|
RAM
Cog 2 [RAM |

VR
Propeller Application

are useful during
development since
they take less time.
EEPROM downloads
are necessary if the
application should be
retained between
resets or power cycles.

Download Main RAM

' L}
' L}
' L
' L
' L}
el = e~
OR B
J— J— ol el el el .
. el 1ol el (e
'
' L
' L
' L
'
'

ed
at Boot Up

External EEPROM
32 K bytes

Figure 1-4 Downloading to the Propeller.

Tip: If the application was downloaded to EEPROM, it will also start in the same
way whenever a power-up or reset event occurs.

Propeller applications may use multiple cogs all the time or just sometimes, as the
need requires. Cogs may also be activated and then put to sleep (consuming very little
power) so they may wake up instantly when needed.

Tip: The next chapter will take you step-by-step through hardware connections
and an example development process.
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Upon application launch, a single cog
runs the ROM-based Spin Interpreter
and executes the application from
Main RAM. From there, the
application can launch additional cogs
on Spin or Assembly code, as needed.

Cog2 [RAM]
Cog 7 [RAM]

Interpreter

Main RAM
A

/'\f\
~
. ( Application’\g
: )

Here, the application launches an
additional cog to execute a subset of
the application’s Spin code in parallel.

It may also launch a cog to run
assembly code (not shown).

Main RAM

LA
Y “)

Figure 1-6 Additional cog launched on Spin code.

C
U

PROPELLER HARDWARE

We’ll briefly discuss the Propeller chip’s hardware and how it works in the rest of this
chapter, and then you’ll be introduced to multicore programming and debugging in the
following two chapters. What you learn here will be put to good use in the exciting
projects filling the remainder of this book.

Packages The Propeller chip itself is available in the three package types shown in
Fig. 1-7.
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| 52.5 mm | 40-pin DIP package for

/ prototyping.

»
=1

= PAALAXZ
P8X32A-D40
AYWWXZZ

wuw 7

|t

Pin 1

44-pin LQFP and QFN
packages for surface mount
production.

g™

*Tmo™

Figure 1-7 Propeller chip’s packages.

Pin Descriptions and Specifications Each package features the same set of pins,
with the exception that the surface mount packages (LQFP and QFN) have four extra
power pins (see Fig. 1-8 and Table 1-1). All functional attributes are identical regardless
of package (see Table 1-2).

Architecture Physically, the Propeller is organized as shown in Fig. 1-1, but func-
tionally, it is like that shown in Fig. 1-9.

GO 1 Y 40| AIARAAIAS
G 2 39 [ -CPaD) e el 11 R
G 3 38 P2
4 37
CPa) 5 36 -CP2D) - 93?%33%%5%3%33 -
5 ) 6 35 <(P26) (P4 (P26)
D= 2 pARauAXz [
Crio 8 33 5od (@ /NT 3 (D)
S PlireR oo da<o
@oED{ 102 3 T 31 HD

® (BoED 6 28
FED 12X POCD Gy 1y 2 -G
G 12R 8 2 29
G > sl B0 PBX32A L
o g DAL G0 Aywwxzz =~ [CGED

INI
15 26 [-CP21) P10 11 23 (P20
16 25 —CP20D Nogreer22ggy
G- 17 24 | -CPTD)
P13 18 23 P18 A

R 1 0 el | 5 | el () O ||IN~||0

et v @

Figure 1-8 Propeller chip’s pin designators.
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TABLE 1-1 PIN DESCRIPTIONS

PIN NAME DIRECTION DESCRIPTION

PO — P31 I/0 General-purpose 1/0O Port A. Can source/sink 40 mA each at
3.3 VDC. Logic threshold is = %2 VDD; 1.65 VDC @ 3.3 VDC

Pins P28 — P31 are special purpose upon power-up/reset but
are general purpose I/O afterwards. P28/P29 are 12C SCL/SDA
to external EEPROM. P30/P31 are serial Tx/Rx to host.

VDD 3.3-volts DC (2.7 — 3.3 VDC)
VSS Ground.
BOEN | Brown Out Enable (active low). Must connect to VDD or VSS.

If low, RESn outputs VDD (through 5 KQ) for monitoring; drive
low to reset. If high, RESn is CMOS input with Schmitt Trigger.

RESn I/0 Reset (active low). Low causes reset: all cogs disabled and 1/0
floating. Propeller restarts 50 ms after RESn transitions high.

Xl | Crystal Input. Connect to crystal/oscillator pack output (XO left
disconnected) or to one leg of crystal/resonator with X0 con-
nected to the other, depending on CLK register settings. No
external resistors or capacitors are required.

X0 (0] Crystal Output. Feedback for an external crystal. May leave
disconnected depending on CLK register settings. No external
resistors or capacitors are required.

|
TABLE 1-2 SPECIFICATIONS

ATTRIBUTE DESCRIPTION

Model P8X32A

Power Requirements 3.3 volts DC (max current draw must be < 300 mA)

External Clock Speed DC to 80 MHz (4 MHz to 8 MHz with Clock PLL running)

System Clock Speed DC to 80 MHz

Internal RC Oscillator 12 MHz or 20 kHz (may range from 8 MHz — 20 MHz or 13 kHz
— 33 kHz, respectively)

Main RAM/ROM 64 KB: 32 KB RAM + 32 KB ROM

Cog RAM 512 x 32 bits each

RAM/ROM Organization Long (32-bit), Word (16-bit), or Byte (8-bit) addressable

1/0 pins 32 CMOS signals with VDD/2 input threshold

Current Source/Sink per I/O0 40 mA

Current Draw @ 3.3 VDC, 500 pA per MIPS (MIPS = Freq (MHz) / 4 * Active Cogs)

70 °F
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Figure 1-9 Propeller block diagram.
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The cogs (processors) are all alike and work together as a team, sharing access to all
system hardware, main memory, System Counter, configuration registers, I/O pins, etc.
Let’s look closely at some notable components shown in Fig. 1-9.

Cogs (processors) The Propeller contains eight processors, called cogs, numbered
0 to 7. Each cog contains the same components and can run tasks independent of the
others. All use the same clock source so they each maintain the same time reference
and all active cogs execute instructions simultaneously.

Tip: Propeller processors are called cogs because they are simple and uniform,
like the cogs on gears that mesh with others of their kind to induce change. Their
simplicity assures reliability and their collective delivers powerful results.

Cogs start and stop at runtime to perform independent or cooperative tasks simul-
taneously. As the developer, you have full control over how and when each cog is
employed; there is no compiler-driven or operating system—based splitting of tasks
between multiple cogs. This explicit parallelism empowers you to deliver deterministic
timing, power consumption, and response to the embedded application.

Each cog has its own RAM, called Cog RAM, containing 512 registers of 32 bits
each. Cog RAM is used for both code and data, except for the last 16 special-purpose
registers (see Table 1-3) that provide an interface to the System Counter, I/O pins, and
local cog peripherals.

TABLE 1-3 COG RAM SPECIAL-PURPOSE REGISTERS

ADDRESS NAME TYPE DESCRIPTION

$1F0 PAR Read-Only Boot Parameter

$1F1 CNT Read-Only System Counter

$1F2 INA Read-Only Input States for P31-P0
$1F3 INB Read-Only <reserved>

$1F4 OUTA Read/Write Output States for P3-P0
$1F5 OuUTB Read/Write <reserved>

$1F6 DIRA Read/Write Direction States for P31-P0
$1F7 DIRB Read/Write <reserved>

$1F8 CTRA Read/Write Counter A Control

$1F9 CTRB Read/Write Counter B Control

$1FA FRQA Read/Write Counter A Frequency
$1FB FRQB Read/Write Counter B Frequency
$1FC PHSA Read/Write Counter A Phase

$1FD PHSB Read/Write Counter B Phase

$1FE VCFG Read/Write Video Configuration
$1FF VSCL Read/Write Video Scale
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When a cog is started, registers 0 ($000) through 495 ($1EF) are loaded sequentially
from Main RAM/ROM, its special-purpose registers are cleared to zero, and it begins
executing instructions starting at Cog RAM register 0. It continues to execute code until
it is stopped or rebooted by either itself or another cog, or a reset occurs.

Hub The Hub maintains system integrity by ensuring that mutually exclusive resources
are accessed by only one cog at a time. Mutually exclusive resources include things like
Main RAM/ROM and configuration registers.

The Hub gives each cog access to such resources once every 16 clock cycles in a
round-robin fashion, from Cog 0 through Cog 7 and back to Cog 0 again. If a cog tries
to access a mutually exclusive resource out of order, it will simply wait until its next
hub access window arrives. Since most processing occurs internally in each of the cogs,
this potential for delay is not too frequent.

Information: The Hub is our friend. It prevents shared memory from being
clobbered by multiple cogs attempting simultaneous access, which would lead
to catastrophic failure. In Chap. 3, you will see examples of how the Propeller’s
programming languages allow the developer to coordinate read/write timing
among multiple cogs. Search for “Hub” in the Propeller Manual or Propeller Tool
Help (www.parallax.com) to find out more about the Hub.

Memory There are three distinct blocks of memory inside the Propeller chip.

B Main RAM (32 K bytes; 8 K longs)
B Main ROM (32 K bytes; 8 K longs)
B Cog RAM (512 longs x 8 cogs)

Both Main RAM and Main ROM are shared (mutually exclusively) by all cogs, each able
to access any part of those two blocks in turn. Main RAM is where the Propeller Application
resides (code and data); Main ROM contains support data and functions (see Fig. 1-10).
Every location is accessible as a byte (8 bits), word (2 bytes), or long (2 words).

Cog RAM is located inside a cog itself (see Fig. 1-11). Cog RAM is for exclusive
use by the cog that contains it. Every register in Cog RAM is accessible only as a long
(32 bits, 2 words, 4 bytes).

I/0 Pins One of the beauties of the Propeller lies within its I/O pin architecture.
While the Propeller chip’s 32 I/O pins are shared among all cogs, they are not a mutu-
ally exclusive resource. Any cog can access any I/O pins at any time—no need to wait
for a hub access window! The cogs achieve this by gating their individual I/O signals
through a set of AND and OR gates, as seen at the top of each cog in Fig. 1-9.

The cog collective affects the 1/O pins as described by these simple rules:

H A pin is an output only if an active cog sets it to an output.
H A pin outputs high only if the aforementioned cog sets it high.
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Figure 1-10

Propeller Main RAM/ROM.

General-Purpose
- Registers
(32 bits each)

Special-Purpose
- Registers
(32 bits each)

J
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|
! Propeller
| | Assembly Code
| and Data
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I
|
I
1
SIEF
$IFO
I System
I Variables
! (16 Longs)
SIFF
Figure 1-11

Propeller Cog RAM.

When executing a well-behaved application, the team of cogs has flexible control
over the I/O pins without causing conflicts between them. A pin is an input unless a cog
makes it an output and an output pin is low unless a cog sets it high.

Tip: An active cog is one that is executing instructions or sleeping. An inactive

cog is one that is completely shut down. Only active cogs influence the direction

and state of 1/O pins.

System Counter The System Counter is the Propeller chip’s time-base. It’s a global,
read-only, 32-bit counter that increments once every System Clock cycle. Cogs read
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the System Counter via their CNT register to perform timing calculations and accurate
delays. The System Counter is not a mutually exclusive resource; every cog can read
it simultaneously.

Information: We use the System Counter in nearly every exercise in the next
chapter.

Counter Modules and Video Generators These are some of the Propeller’s secret
weapons. Each cog contains two counter modules and one video generator. They are simple
state-machines that perform operations in parallel with the cogs that contain them.

Using its video generator, a cog can display graphics and text on a TV or computer
monitor display. Using its counter modules, possibly in concert with software objects, a
cog can perform functions that might require dedicated hardware in other systems, such
as measuring pulses, frequency, duty cycle, or signal decay, or performing delta-sigma
A/D and duty-modulated D/A conversion.

Information: We put these powerful state-machines to good use in later
chapters.

Summary

We learned what multicore is about and why it’s important. We also explored our
multicore hardware in preparation for the journey ahead. The next chapter will apply
this hardware a step at a time while teaching simple problem-solving and multicore
programming techniques.

Exercises

To further your learning experience, we recommend trying the following exercises on
your own:

1 Carefully consider opportunities for multicore devices. How could a self-propelled
robot be enhanced using multicore? What if it had multiple legs and arms?

2 Think about ways humans exhibit multicore traits. Yes, we have only one “mind,”
but what keeps our heart beating and our lungs pumping while we are busy think-
ing about this? What about “learned” reflexes? Keep this in mind when applying
multicore hardware to future applications.



INTRODUCTION TO PROPELLER

PROGRAMMING

Jeff Martin

Introduction

The most reliable systems are built using simple, proven concepts and elemental rules as
building blocks. In truth, those basic principles are valuable for solving many everyday
problems, leading to solid and dependable results. Together, we’ll apply those principles
in step-by-step fashion as we learn to program the multicore Propeller in the following
exercises.

You’ll be running a Propeller application in no time, and writing your own in mere
minutes! You’ll learn that you can achieve quick results, perform time-sensitive tasks,
and use objects and multiple processors to build amazing projects in little time! In addi-
tion, you’ll know where to find an ever-growing collection of documentation, examples,
and free, open-source objects that an entire community of developers is eager to share
with you!

In this chapter, we’ll do the following:

Cover the available forms of the Propeller

Install the development software and connect our Propeller
Explore the Spin language with simple, single-core examples
Run our examples on a Propeller in RAM and EEPROM
Create a simple multicore example

Make a building block object

Adjust timing and stack size

Find out where to learn more

Resources: Demo code and other resources for this chapter are available
for free download from ftp.propeller-chip.com/PCMProp/Chapter_02.

15
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What’s the Secret?

How can you build incredible, multicore systems without getting lost in the details?
Surprisingly, there’s no real secret. In fact, teachers have been drilling the solution into
our heads for years.

Solution: Break big problems into smaller, simpler ones and solve them
individually. Then put the individual solutions together to tackle the original
problem (see Fig. 2-1).

That’s it! For applications dealing with many things at once, often a separate, focused
process (core) can address each task individually, and the collective of separate processes
can achieve amazing things with little work on the developer’s part. It’s easier than you
may think. If you start every application with this in mind, you’ll be most successful.

Let’s test this out with an example. Suppose you have an assembly line that produces
thousands of products per minute. The machinery to do it is expensive, so both quantity
and quality must be high to keep the business profitable. You need a system that inspects
the product at various critical stages, discarding the bad, keeping the good, and adjusting
the speed of assembly along the way to maximize throughput. The workers and managers
can’t be left out of the loop; they need reports of some kind and the ability to adjust
settings as the need arises. And, most importantly, each of these things should behave
consistently without any bottlenecks introduced by the activities of another.
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This may sound horribly complex, but breaking it down into separate problems eases
the pain:

B First, concentrate on a system that only inspects the product and gives a pass or fail
response to each one.

B Then, devise a process for discarding units deemed bad while keeping the good.

B Build a component whose sole task is to adjust assembly line speed based on a ratio
of good versus bad product produced.

B Create a system to display production status.

B Finally, build a feature that takes human input to change operating parameters.

The task is much easier now. Solve each of these five smaller problems, one at a time,
with little or no regard for the others. Each can be a specialized process that focuses
most of its energy on the given task.

A multicore device like the Propeller can then perform all of these specialized func-
tions in separate processors, each faithfully fulfilling its “simple” duty despite the com-
plexities and timing requirements of the other functions running concurrently. The final
system, completely controlled by a single Propeller chip, may use a camera for visual
product inspection, solenoids to kick bad units off the assembly line, actuators to adjust
the speed, one or more Video Graphics Array (VGA) displays to show system status,
and one or more keyboards for user input. All equipment is standard, inexpensive, and
readily available.

Ready to Dive In?

As you follow this chapter’s exercises, keep in mind that every function we have the
Propeller perform for us is just an “example process.” We will use simple example
processes, like blinking light-emitting diodes (LEDs), to demonstrate an application
while focusing on the concepts of Propeller programming.

In place of each example, we could use audio, video, analog-to-digital, or any number
of other possible processes, but they would obscure the point. The point is that the
concepts in this short chapter serve as building blocks for many types of “processes,”
from simple to sophisticated, from single-core to multicore.

The rest of this book will show you fantastic examples of those capabilities, taking
full advantage of what the multicore Propeller has to offer. The foundation we build in
this chapter will provide you with a strong understanding of the things to come.

Let’s Get Connected!

Let’s get started by connecting the Propeller and testing it out! You can get a Propeller
chip in many different forms to suit your needs (see Fig. 2-2).
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Need instant gratification? Want to wire it yourself?
The Propeller Demo Board is for you. Use a DIP package or PropStick USB.

Building a permanent
application?

Fabricate custom boards
with LQFP or QFN packages,
or try the Proto Boards.

Figure 2-2 Propeller chip in different forms.

Tip: Check out www.parallax.com/propeller for current product offerings.

For demonstration purposes and ease-of-use, we’ll focus on the Propeller Demo
Board in this chapter’s exercises. Don’t worry—the other products can also perform the
same, simple examples we show here with the addition of some simple circuitry.

SOFTWARE: PROPELLER TOOL—INSTALL THIS FIRST

Now that we’ve selected a Propeller product, to develop applications for it, we first
need to install the Propeller Tool software and connect the Propeller to a computer and
power supply.

v Download and install the Propeller Tool software.
o The Propeller Tool software is available free from Parallax Inc. Go to www.
parallax.com/Propeller and select the Downloads link.
o Install with the default options. The software will automatically load the Windows
Universal Serial Bus (USB) drivers needed for the next steps.
v Start the Propeller Tool software.
o When installation is complete, start the software by double-clicking the Propeller
Tool icon on your desktop, or follow the Start — Programs — Parallax Inc. menu
item. A window should appear similar to Fig. 2-3.
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Object View—shows application structure.
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Figure 2-3

Edit pane—where you enter your code.

Propeller Tool software (Windows).

Tip: In addition to being a code editor, the Propeller Tool is a launch point for a
wealth of Propeller information. The Help menu includes not only Propeller Help,

but the manual, datasheet, schematics, and educational labs as well.

Tip: Linux and Mac software (Fig. 2-4) is also available but may not include the
USB drivers for your system. See instructions with the software to install USB
drivers before connecting hardware.

HARDWARE: PROPELLER DEMO BOARD—CONNECT
THIS SECOND

v Connect a standard USB cable (A to mini B type cable).
o Insert the cable’s “A” connector into an available USB port on your computer
and the “mini B” connector to the Propeller Demo Board’s USB jack as shown

in Fig. 2-5. The computer will indicate that it found new hardware and should
automatically configure itself since we installed the USB drivers in the previous

step.

v Connect a power supply (6-9 VDC wall-pack with center-positive, 2.1-mm plug).

o Insert the power supply’s plug into the jack next to the power switch.
v Turn on the power.

o Slide the power switch to the ON position and verify that the power light, located
near the switch, illuminates.
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Edit pane—where you enter your code.
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Figure 2-4 Brad’s Spin Tool (BST) on a Macintosh.

Figure 2-5 Propeller Demo Board connected and powered.
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PROP PLUG USB INTERFACE TOOL FOR CUSTOM
PROPELLER BOARDS

Many Propeller boards feature a USB interface. If you are not using the Propeller
Demo Board, see the product’s documentation for connection details.

For discrete Propeller chips, Fig. 2-6 shows the connection using the Propeller
Plug (available from www.parallax.com). Refer to the chip’s pin names if translat-
ing from the DIP to the LQFP or QFN packages.

Propeller Clip or Plug

GND
— . ReT <> ToPC
—e »Rx
P8X32A-D40
Rx ¢
PO 1 ~ a0pp3r XL 33V
P12 39fpao —X> | 10 kQ 2:2¥
P23 38 f p2g —SDA M
P3[4 37hpPog —SCL
p4gs 36 p P27 24LC256
P50 6 35 [1P26
el upre a2  Thwe—
s 33 P24 Crystal
Vvss ]9 32h VDD—m— A203 6 1 SCL—
3.3V ¢——BOEn[ 10 2T y 31[Xx0 vss4 5[0 SDA
—Resnf{ 11 £ i 30px Z. — DIP-8 —
——voDj12 R 2 290VSs Vss Vas
Paf13s  »E 28pras
— PoQ 14 O 27 pP22
= P100 15 o 26 0P21
Vss P11 16 25 [0 P20
P12 17 24 1 P19
P13 18 23 QP18
P14 19 22 P17
P15 20 21 b P16
DIP-40

Figure 2-6 Propeller DIP to Prop Plug connections.

If you don’t have a Propeller Plug or USB port, look for “Hardware Connections”
in Propeller Tool Help for an example connection to an RS-232 serial port.

Now test the connection.

v Perform the Propeller Identification process.
o Press the F7 key or select the Run — Identify Hardware. . . menu item. The
Propeller Tool will scan for the Propeller and display results similar to
Fig. 2-7.
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Information E|

\il) Propeller chip wersion 1 Found on COM4,

Figure 2-7 Identification dialog showing version
and port of Propeller chip.

Tip: If the software was unable to find the Propeller chip, check all cable connections
and the power switch/light, then try the identification process again. You may also verify
the USB connection and driver using the Serial Port Search List; select the Edit —
Preferences menu item, choose the Operation tab, click the Edit Ports button, then
connect/disconnect the USB cable while watching the Serial Port Search List window.
When working properly, your Propeller connection will appear as a “USB Serial Port.”

Your First Propeller Application

Now that we can talk to the Propeller, let’s write a short program to test it. We’ll start
our exercises slow and easy and accelerate into more advanced topics as we build up
our knowledge.

v Type the following code into the blank edit pane of the Propeller Tool software.
o Make sure the PUB line begins at the leftmost edge of the edit pane. Note that the
case of letters (uppercase/lowercase) does not matter but indention often does;
we indented the lines under PUB LED_On by two spaces.

PUB LED On
dira[16] :=1
outal[16] := 1
repeat

Tip: This source is from: PCMProp/Chapter_02/Source/LED_On.spin.

When done, your screen should look something like Fig. 2-8.

v Now compile the code by pressing the F9 key, or by selecting the Run — Compile
Current — Update Status menu item.
o If everything is correct, “Compilation Successful” should appear briefly on the
status bar. If you entered something incorrectly, an error message will appear
indicating the problem; recheck your work and compile again.
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Figure 2-8 Propeller Tool with LED_On application entered.

LED SCHEMATIC

If you are not using the Propeller Demo Board, add the circuit shown in Fig. 2-9
to your setup for the following exercises. Pxx labels refer to Propeller input/output
(I/O) pins, not physical pin numbers.
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Propeller Communication

Verifying RAM
oD e oo

Figure 2-10 Communication dialog:
Verifying RAM.

You just wrote your first program using the Propeller’s Spin language! It’s a fully
functional program called a Propeller Application. Go ahead and try it out!

v Download your application to the Propeller by pressing the F10 key, or by selecting
the Run — Compile Current — Load RAM menu item.
o A message like Fig. 2-10 will appear briefly indicating the download status.

After downloading, the LED connected to the Propeller’s I/O pin 16 should turn on. If
you check the I/O pin with a voltmeter, you’ll measure a little more than 3 volts DC.

EXPLANATION

As you may already realize, all this program does is make the Propeller set its I/O pin
16 to output a logic high (=3.3 V). Don’t worry—we’ll do more exciting things in a
moment, but first take a closer look at how the program works.

The PUB LED_On statement declares that the block of Spin code under it is a public
method named LED_On. A method is a container that holds code of a specific purpose,
and the name of the method indicates that purpose. Without testing it, you probably
could have guessed what our LED_On method does. The term public relates to how we
can use the method, which we’ll discuss later. A Propeller Application usually contains
multiple methods, and all executable Spin instructions must be grouped inside them to
compile and execute properly.

All instructions below the PUB LED_On declaration are indented slightly to indicate
that they are part of the LED_On method, like subitems in an outline.

Tip: PUB is only one of many block designators that provide structure to the
Spin language. There are also CON and VAR (constant and global variable
declarations), 0BJ (external object references), PRI (private methods), and DAT
(data and assembly code). Look for “Block Designators” in Propeller Tool Help or
the Propeller Manual.

The dira[16] := 1and outa[16] := 1 statements set I/O pin 16 to an output direc-
tion and a logic high state, respectively. Both dira (directions) and outa (output states)
are 32-bit variables whose individual bits control the direction (input/output) and output
state (low/high) of each of the Propeller’s corresponding 32 I/O pins.

The := “colon-equals” is an assignment operator that sets the variable on its left equal
to the value of the expression on its right. We could assign full 32-bit values to each of
these two variables; however, when working with I/O pins, it’s often more convenient
to target a specific bit. The number in brackets, [16], forces the assignment operator,
:=, to affect only bit 16 of dira and outa, corresponding to I/O pin 16.
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Tip: The Propeller’s 32 I/O pins are general-purpose; each can be an input or
output and each can drive the same voltage/current levels. All of the Propeller’s
eight processors can read any pin as an input, but a processor must set a pin’s
direction to output if it wants to use it as an output. To learn more, search for “I/O
Pins” in Propeller Tool Help or the Propeller Manual.

The repeat instruction is a flexible looping mechanism that we’ll learn more about
as we experiment. As written in this example, repeat makes the Propeller “do nothing”
endlessly.

What’s the point of that? Without repeat our program would simply end, leaving
nothing for the Propeller to do; it would terminate and reset the I/O pin to an input
direction. In other words, the LED would light up for a small fraction of a second
and then turn off forever, giving the appearance that our application did absolutely
nothing!

Most applications have an endless amount of work to do in one or more loops. For
simple tests like this one, however, we need to include a “do nothing” repeat loop in
order to see the intended result.

Challenge: Try changing the application’s numbers and downloading it again
to see the effects. What happens when you change both occurrences of [16] to
[17]1? How about setting outa to 0 instead of 1?

A Blinking LED

Admittedly, our first example is an expensive alternative to a simple wire and light, but
now you know a way to control the Propeller’s I/O pins!
Here’s a more exciting example using the techniques we learned, plus a little more.

v Create a new application with the following code.

Tip: Press Ctrl+N to start with a fresh edit pane.

PUB LED_Blink

dira[16] := 1 "Set I/0 pin 16 to output direction
repeat "Loop endlessly...

outa[16] :=1 " Set I/0 pin 16 to high

waitent (clkfreq + cnt) " Delay for some time

outal[16] = 0 " Set I/0 pin 16 to low

waitent (clkfreq + cnt) " Delay again

Tip: This source is from: PCMProp/Chapter_02/Source/LED_Blink.spin.

Caution: Indention is important here; make sure to indent the lines under
repeat by at least one space. Also, the mark (') that appears in some places is
an apostrophe character.
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v Compile and download this application by pressing F10, or by using the Run —
Compile Current — Load RAM menu item.

Now the LED on I/O pin 16 should blink on and off at roughly 1-second intervals.
(see Fig. 2-11). No more is this a simple wire alternative!

EXPLANATION

Are you wondering what’s to the right of the dira[16] := 1 statement yet? That’s a
comment. Comments describe the purpose of code; they mean absolutely nothing to the
Propeller, but everything to the programmer and his or her friends. This one begins with
an apostrophe (' ), meaning it’s a single-line code comment. There are other types of
comments that we’ll learn about soon, but for now, just remember that comments play
a vital role in making your code understandable.

Impress your friends! Use comments generously!

Take a look at the rest of the comments in the program, and you should clearly see
what each Spin statement does. We’ll explain what is new to us.

We’ve seen repeat before, as an endless loop that did nothing, but now it’s more
useful. This repeat is a loop that endlessly executes a series of four statements within
it. Did you notice that the statements under it are indented? That’s important! It means
they are part of the repeat loop. In fact, by default, the editor indicates that these are
part of the loop by displaying little hierarchy arrows next to them, as in Fig. 2-12.

PUB LED Blink Hierarchy arrows, called “block group
T indicators,” automatically appear to point

out code that belongs to a group; in this
case, the last four statements are part of
an endless repeat loop.

dirallE] = 1

outal16] == 1

waitcent(clkfreq + cnt)

outal16] =0

waitent(clkfreq + cnt)

Figure 2-12 A close-up of the LED_BIlink method as it appears in the editor.
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INDENTATION IS IMPORTANT!!

The Spin language conserves precious screen space by omitting begin and end
markers on groups of code. Just as we rely on indention in outlines to show which
subtopics belong to a topic, Spin relies on indention to know what statements belong
to special control commands like repeat. You can toggle the block group indicators
on and off by pressing Ctrl+I; Spin will understand the indention either way.

The waitent command is something we haven’t seen before. It means, “Wait for
System Counter,” and serves as a powerful delay mechanism.

What do you do when you want to wait for five minutes? Well, of course, you check
the current time, add five minutes, then “watch the clock’ until that time is reached.
The waitent command makes the Propeller “watch the clock™ until the desired moment
is reached.

The expression within waitent’s parentheses is the desired moment to wait for. Both
clkfreq and cnt are built-in variables that relate to time. Think of clkfreq as “one
second” and cnt as “the current time.” So the expression clkfreq + cnt means “one
second plus the current time” or “one second in the future.”

Information: Clkfreq contains the current system clock frequency—the
number of clock cycles that occur per second. Cnt contains the current System
Counter value—a value that increments with every clock cycle. The value in cnt
doesn’t relate directly to the time of day; however, the difference between the
value in cnt now and its value later is the exact number of clock cycles that
passed during that time, which is a useful number for timing. For accurate timing,
see “Timing Is Everything.”

Challenge: Try changing the code so the LED is on for roughly one-eighth of
a second and off for one second. Hint: /' is the divide operator.

RAM versus EEPROM

If you followed the last example, you now have a happily blinking LED on your devel-
opment board. Will it continue to blink after a reset or power cycle?

v Try pressing the reset button or switching power off and on again.

Did the LED ever light up again? No, it didn’t, because we downloaded our applica-
tion to random access memory (RAM) only. RAM contents are lost when power fails
or a reset occurs, so when the Propeller started up again, our application was missing.

What if we want our application to start up again the next time the Propeller starts
up? We need to download to the Propeller’s external EEPROM to preserve our applica-
tion even without power.
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Propeller Communication

Programming EEPROM
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Figure 2-13 Communication dialog:
Programming EEPROM.

v Download your Propeller Application again, but this time by pressing the F11 key
or by selecting the Run — Compile Current — Load EEPROM menu item.
o0 Once again, a message will appear indicating the download status, but this time it
lasts longer as it programs the Propeller’s external EEPROM chip (see Fig. 2-13).
v After successful download, press the reset button or switch power off and on
again.

This time, after a short delay, your application restarts and the LED blinks again.
This will continue to happen after every reset or power cycle. When you’re ready for
your Propeller Application to “live” forever, you should download to EEPROM instead
of just to RAM.

WONDERING ABOUT THAT POWER-ON/RESET DELAY?

It takes about two seconds for the Propeller to complete its bootup procedure,
including the time to load your application from EEPROM.

Don’t worry—that delay won’t increase with the size of your application!
The Propeller always loads all 32 KB from EEPROM, regardless of how many, or
how few, instructions your application contains. See “Boot Up Procedure” in the
Propeller Tool’s Help to learn more.

A More Powerful Blink

Remember how we said to focus on simple problems first and tasks appropriate for
parallel processes will become apparent? Our blinking LED serves as one such example
process. Our application currently performs only one process in one specific way, but
it could perform this process in many different ways, either sequentially or in parallel.
Let’s enhance our method to make it easier to do this.

In this exercise, we’ll create a more flexible version of our blinking LED method
and we’ll demonstrate it in sequential operation. In the exercise immediately following,
we’ll command multiple processes in parallel!

‘We mentioned earlier that a method has a name and contains instructions. What might
not have been so apparent is that a method is like an action that can be called upon by
name, causing the processor to perform its list of instructions one at a time. As it turns
out, in the last example, we could have called our LED_Blink method by simply typing
its name elsewhere in the code, like this:
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PUB SomeOtherMethod
LED_Blink "Blink the LED

This is how methods are activated most of the time. We didn’t need to do this in our
previous examples because our applications had only one method and the Propeller
naturally calls the first method in an application.

Not only can we call a method by name; we can also demand that it take on certain
attributes. Suppose that we want this LED to blink that way and for so long. 1t’s all
possible with the same method as long as it’s written to support those attributes.

Take a look at this new method we based on the previous example:

PUB LED_Flash (Pin, Duration, Count)
{Flash led on PIN for Duration a total of Count times.
Duration is in 1/100th second units.}

Duration := clkfreq / 100 * Duration "Calculate cycle duration
dira[16..23]~~ "Set pins to output
repeat Count * 2 "Loop Count * 2 times...
'outa[Pin] " Toggle I/0 pin
waitent (Duration + cnt) " Delay for some time

Caution: Don’t run this yet! Our application isn’t ready until later in this
exercise!

EXPLANATION

Our method declaration looks different, doesn’t it?

PUB LED_Flash (Pin, Duration, Count)

Yes, we changed the name, but now there are also items in parentheses. The Pin,
Duration, and Count items are parameters we made up to accept the attribute we spoke
of earlier. Each of them is a placeholder for values (numbers or expressions) when the
method is called. Figure 2-14 shows an example of this in action.

PUB SomeMethod

LED_Flash(16, 30, 5) Call LED_Flash method 1. SomeMethod calls

LED_Flash with parameters.
2. The parameter values are
“copied” into LED_Flash’s
parameter variables.
3. LED_Flash references those
PUB LED_Flash (Pin, Duration, Count) values via their parameter
{Flash led on PIN for Duration a total of Count times. names

Duration is in 1/100th second units.}

Figure 2-14 Method call with parameters.



30

INTRODUCTION TO PROPELLER PROGRAMMING

To the method, the parameters are local variables for its own use. It can read them
and manipulate them without affecting anything outside of itself.

In our new method, the two lines following the declaration are a different type of
comment; a multiline comment. Multiline comments begin with an open brace ( { ) and
end with a close brace ( } ) and can span more than one line of code.

The Duration := clkfreq / 100 * Duration statement means, “Make dura-
tion equal to clkfreq divided by 100 and multiplied by Duration’s original value.”
Remember, clkfreqis like “one second,” so dividing it by 100 is “1/100th of a second,”
and multiplying that by Duration gives us a multiple of 100ths of a second. Note the
comment above the line.

The dira[16..23]~~ statement is a twist on an old theme. Recall that dira controls
I/O pin directions and the number in brackets is the bit, or I/O pin, to affect. This state-
ment is a clever way to affect all the bits from 16 to 23 at once. So what do they get set
to? The trailing ~~ operator, when used this way, is a set assignment operator; it sets
the bit(s) of the variable to which it is attached to high (1). It’s shorthand, and without
it we’d have to say: dira[16..23] := #11111111,

Note: We're setting all eight of these pins to outputs only because the Propeller
Demo Board shares them with the VGA circuit, which causes certain LED pairs to
light simultaneously when only one is actually activated. This would not happen if
they were wired as in Fig. 2-9.

Did you notice that our repeat loop has changed? It now says repeat Count * 2.
Previously, repeat was always an infinite loop, but now it is a finite loop that executes
only Count*2 times.

The contents of our loop changed as well. In the !outa[Pin] statement, the ! is a
bitwise NOT assignment operator; it toggles the bit(s) of the variable to which it is
attached. It makes the I/O pin’s output state toggle to the opposite state: high if it was
low, low if it was high. It’s shorthand for outa[Pin] := NOT outa[Pin].

Tip: You can learn more about these and many other operators by searching for
“Spin Operators” in Propeller Tool Help or the Propeller Manual.

So now our LED_Flash method takes three parameters (Pin, Duration, and Count),
calculates the actual duration in clock cycles (in 100ths of a second units), sets the
pin directions, and loops Count*2 times, toggling Pin each time for the calculated
duration.

But it really won’t do anything for us if we don’t call it properly!

Let’s add another method to the top of our application so it appears as follows:

PUB Main
LED_Flash (16, 30, 5) "Flash led
LED_Flash(19, 15, 15) "Then another

LED_Flash (23, 7, 26) "And finally a third
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PUB LED_Flash (Pin, Duration, Count)
{Flash led on PIN for Duration a total of Count times.
Duration is in 1/100th second units.}

Duration := clkfreq / 100 * Duration "Calculate cycle duration

dira[16..23]~~ "Set pins to output

repeat Count * 2 "Loop Count * 2 times...
'outal[Pin] " Toggle I/0 pin
waitent (Duration + cnt) " Delay for some time

Tip: This source is from: PCMProp/Chapter_02/Source/LED_Flash.spin.

Now our application has two methods: Main and LED_Flash. Logically, our Main
method is now our application’s “director,” giving commands to guide the nature of
our application. The LED_Flash method is now a support method, obeying the Main
method’s commands.

Information: What makes Main so special? It’s not its name—it’s the position
it holds. Main is special only because it’s the first method in our application, the
one the Propeller activates automatically when the application is started.

Main calls LED_Flash a number of times, each with different values for the param-
eters. What do you think is going to happen? Try it out and see!

v Download this application to the Propeller.
As you may have predicted, our application blinks pin 16’s LED 5 times slowly,

then pin 19’s LED 15 times more quickly, and finally pin 23’s LED 26 times very fast
(see Fig. 2-15).

P23 P23 P23
D (D —m [
[Ami| [Ami| [Ami|
[Ami| [Ami| [Ami|
[Ami| [Ami| [Ami|
[T o (D
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> - <~ Slow — —
= W= gk anl anl
P16 P16 P16

Figure 2-15 Demo Board LEDs blinking in sequence.
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Specifically, when the application starts, the Propeller calls its first method, Main.
The first line of Main is a call to LED_Flash, so the Propeller executes each state-
ment in LED_Flash. When the finite loop finishes, there’s no more code to execute in
LED_Flash, so the Propeller “returns” to Main and executes the second line—another
call to LED_Flash. This continues until it has executed all the statements of Main in
sequence. Then, since there are no more statements in Main, it “returns.” But to where?
The Propeller called Main itself, so the “return” from Main causes the processor to
terminate.

All Together Now

Now suppose the last application isn’t quite what we needed. What if we need each
blinking process to happen at the same time (in parallel) instead of one at a time (in
sequence)?

On a single-core device, this request would be a nightmare because the timing of
each individual process, as tested earlier, would negatively affect the timing of every
process as a group. But on a multicore device like the Propeller, this is relatively easy!
With minor changes to our code, we’ll launch each instance of LED_Flash into a separate
cog (processor) to execute in parallel.

Information: What's a cog? It’s the Propeller’s name for each of its
processors. They are called cogs since they are simple and uniform, like the cogs
on gears that mesh with others of their kind to induce change. Their simplicity
assures reliability, and as a collective, they deliver powerful results.

Here’s the updated code. Try it out now! We’ll explain it in a moment.

VAR

long StackA[32] "Stack workspace for cogs
long StackB[32]
long StackC[32]

PUB Main

cognew (LED_Flash (16, 30, 5), @StackA) 'Launch cog to flash led
cognew (LED_Flash (19, 15, 15), @StackB) 'And another for different led
cognew (LED_Flash (23, 7, 26), @StackC) 'And a third, all at same time

PUB LED_Flash (Pin, Duration, Count)
{Flash led on PIN for Duration a total of Count times.
Duration is in 1/100th second units.}
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Duration := clkfreq / 100 * Duration "Calculate cycle duration

dira[16..23]~~ "Set pins to output

repeat Count * 2 "Loop Count * 2 times...
loutal[Pin] " Toggle I/0 pin
waitent (Duration + cnt) " Delay for some time

Tip: This source is from: PCMProp/Chapter_02/Source/LED_MultiFlash.spin.

v Download this application to the Propeller and note how it behaves differently from
the last exercise.

Now all three LEDs blink simultaneously, at different rates and different counts, but
each exactly the way they did before (see Fig. 2-16). There is no difference in each
individual LED’s behavior!

This is the beauty of a multicore device like the Propeller! You can focus your time on
a simple implementation of a process with no regard to other parts of a final application
and then simply connect the individual parts together in the end. And this can be done
with many different types of processes, not just multiple instances of the same process.

EXPLANATION

Our application code didn’t change much. In fact, the LED_F 1ash method didn’t change
at all.

First we added a new block at the top of the code—a VAR block—which declares a
block of global variables. The statement long StackA[32] reserves 32 longs (128 bytes)
of memory and calls it Stackf. The declarations for StackB and StackC are similar. As
the comment indicates, this memory is for cog workspace.

Information: When a cog executes Spin code, it needs stack space—that
is, temporary workspace to process method calls and expressions. The Spin
compiler automatically assigns the first cog’s workspace (for the main application
code), but additional cogs launched on Spin code need manually assigned
workspace. Thirty-two longs is more than enough for this example. We show how
to determine how much is enough later in “Sizing the Stack.”
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Calls to LED_Flash, in

previous exercise, are now
cogneu(( LED_Flash (16, 30, 5)) , eStackR) the first parameter of

cognew, Which starts a new
cogneu({ LED Flash (19, 15, 15)) , @StackB) cog to run them in parallel.
cogneul{ LED Flash (23, 7, 26)) , @StackC)

Figure 2-17 Method call with parameters.

Our Main method changed the way we call the LED_Flash method. Now each of our
calls is the first parameter of cognew commands; as shown in Fig. 2-17. Cogneu, as the
name implies, starts a new cog to run the method indicated by its first parameter.

When the statement cognew (LED_Flash (16, 3@, 5), @Stackf) is executed, a new
cog starts up to run the LED_Flash method (with the parameters 16, 30, and 5). The
second parameter of cognew, @Stackf, directs the new cog to its assigned workspace.
The @ operator returns the address of the variable it’s attached to, so the new cog locates
its workspace in the memory starting at the address of Stackf.

As Main executes, it starts three other cogs, each running LED_Flash with different
parameters and using different workspaces; then Main runs out of code, causing the first
cog (the application cog) to terminate. As each of the remaining cogs finish executing
their instance of LED_Flash, they individually terminate, leaving absolutely no cogs
running and no LEDs flashing.

Wrapping It Up

So far we’ve created a nice method to perform our desired task: flashing an LED. It’s
been enhanced, tested in isolation, and even integration-tested as parallel processes. You
didn’t know it, but all this time we’ve been building towards this moment: the creation
of a building block object.

An object is a set of code and data that is self-contained and has a specific purpose.
Though we called our examples “Propeller Applications,” that’s only half the story. A
Propeller Application is an executable image made from an object, which itself may
be made up of one or more other objects. We’ve actually been designing an object all
along. Now we want to transform it into a building block object.

Building block objects are meant to be subcomponents of other objects; they have
a set of required inputs and deterministic outputs. Propeller users love building block
objects because they can swiftly combine them into one object, or application, that
performs with all the expert skills of the collective of objects. Figure 2-18 shows an
analogy for this concept.

Take a look at the following code; we rewrote the top portions of our last exercise,
but our core, the LED_Flash method, is only slightly different. Can you see how?

v Enter and save this code. Give it the name “Flash.spin.”



WRAPPINGITUP 35

Objects A builder chooses from
many premade objects to
construct a bike in very
little time.

Can you imagine having to
create every object yourself?
Utilizing a set of high-quality
objects saves you an
immense amount of time.

Figure 2-18 Building block objects used in a bike application.

VAR
long Cog "Holds ID of started cog
long Stack[32] "Stack workspace for cog

PUB Start(Pin, Duration, Count)
{{Start flashing led on Pin, for Duration, a total of Count times.}}

Stop
Cog := cognew(LED_Flash (Pin, Duration, Count), @Stack) + 1

PUB Stop
{{Stop flashing led.}}

if Cog 'Did we start a cog?
cogstop (Cog~ - 1) " If so, stop it

PRI LED_Flash(Pin, Duration, Count)
{Flash led on PIN for Duration a total of Count times.
Duration is in 1/100th second units.}

Duration := clkfreq / 100 * Duration "Calculate cycle duration
dira[16..23]~~ "Set pins to output
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repeat Count * 2 "Loop Count * 2 times...
louta[Pin] " Toggle I/0 pin
waitent (Duration + cnt) " Delay for some time

Tip: This source is from: PCMProp/Chapter_02/Source/Flash.spin.

Caution: Don’t run this yet! Our application isn’t ready until later in this exercise.

EXPLANATION

The only change we made to LED_F lash is to declare it as PRI instead of PUB. Do you
recall how PUB declares a “public” method? PRI declares a private method. The differ-
ence is that while public methods can be called by other objects, private methods cannot.
This feature helps an object maintain its integrity. Generally, most object methods
are declared as public since they are meant to be called by other objects at any time.
Methods not designed for random calling from other objects should be declared as
private, especially those that threaten the object’s integrity if misused.

Since LED_Flash is our core method, we’re making it private just as a matter of
principle. We’re making this object automatically handle cog launching, memory man-
agement, and LED blinking with one simple interface, so there’s no need for outside
objects to call LED_Flash directly.

In the VAR block we declared a variable, Cog, to hold the ID of the cog this object
will launch. We’ll use this to stop that cog later, if necessary. We also declared a single
Stack variable of 32 longs, the same size as before.

We replaced our Main method from the previous example with two new methods:
Start and Stop. The Start method launches a cog to flash our LED. The Stop method
stops the cog launched by Start, if any.

Information: By convention, whenever you create an object that launches
another cog, you should have methods named “Start” and “Stop” that manage
the cog. This provides a standard interface that gives users of your object a clear
indication of its intention.

Our Start method includes the same parameters as our LED_Flash method. Other
objects will call our Start method to launch another cog to flash an LED with the given
parameters.

Ironically, it seems, the first thing Start does is call Stop. This is because we want
each instance of our object to maintain only one cog at a time. We don’t want users
calling our object’s Start method multiple times and running out of cogs.

The next line, Cog := cognew (LED_Flash (Pin, Duration, Count), @Stack) + 1,
is a combined expression and cognew instruction. If you look carefully, you’ll see that
the cogneuw instruction launches our LED_Flash method with the parameters originally
given to Start and assigns it some workspace, @Stack. But why do we set the Cog variable
equal to cognew () + 1? As it turns out, cognew returns a value equal to the ID (0 to 7) of
the cog it actually started, or —1 if none were started. We’ll use this to keep track of the
cog we launched so we can stop it later, if desired. We add 1 to the ID to make the code
in Stop more convenient, as you’ll see in a moment.
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In Stop, we check if a cog was started by us and, if so, we stop it. The if is a deci-
sion command. If its condition—Cog in this case—is “true,” it executes the block of
code within it: the indented cogstop command. The condition if statements evaluate
can range from simple to elaborate expressions, but the result is always the same: it’s
either true or false. In this case, our decision is simple; it means, “If the value in the
Cog variable is not zero, execute a cogstop statement.” Remember that Cog was set to
cognew () + 1, giving us a value of 0 (if no cog was started) or a value of 1 through 8
if a cog was started.

Our cogstop (Cog~ - 1) command, if executed, stops the cog whose ID is the value
Cog - 1, and then post-clears (~) the Cog variable to zero. We clear it so an additional
call to Stop does nothing.

Tip: You can find out more about the commands cogneuw, cogstop, and if, and
the post-clear operator (~) in the Propeller Tool Help or Propeller Manual.

You may have noticed the first comment in Start and Stop begins with two brackets:
{{. This is not a mistake; it’s yet another type of comment—a document comment. Use it
for embedding documentation right inside the object that can be seen using the Propeller
Tool’s Documentation view (see Fig. 2-19).

USING OUR BUILDING BLOCK OBJECT

Now that our Flash object is ready, others can use it by including its name in an 0BJ

block, like this one:

0BJ
LED "Flash” "Include Flash object
# Propeller Tool - Flash E]EJ.
Fle Edt Run Help - Select Documentation
O LEDs Flash | view to see an object’s
D Mash [7] " FullSource  ( Condensed Summary % Documentation =|| compiled documentation.

Object "Flash” Interface:

PIIR  Start(Pi Dirati Cannt
E|P¢opellaLihraw-Den‘m LJ PlIE FH':; ( Mg SRR, nun)

4ud keypad Reader DEMO_spin -

~

Start flashing led on Pin, for Duration, a total of Co
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COIL_demo.spin

Debug_Led_Test spin ¥ |Stop flashing led.
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=D Examples = [Variable: 18 Longs
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G YN (G Py e The Start method’s doc
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1:1 |HeadUnly | Insert :Llomplled

Figure 2-19 Documentation view.
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This includes our Flash object that we saved in the previous steps and gives it
the nickname “LED.” Now we can refer to methods within the Flash object using
nickname.methodname syntax, like this:

LED.Start (16, 30, 5) "Blink LED 16 five times slowly

This statement calls LED’s Start method. That method, in our Flash object, launches
another cog to run the private LED_Flash method using the parameters given: 16, 30, and 5.

Remember the recent exercise where we launched our LED_Flash method on three
separate LEDs at the same time? Now that we’ve neatly wrapped the critical code in
our Flash object, other objects can achieve the same glory quite easily. Check out the
following code.

v In a new edit pane, enter and save this code. Store it in the same folder as “Flash.
spin” and name it “LEDs.spin.”

0BJ
LED[3] : "Flash” "Include Flash object

PUB Main
LED[@].Start (16, 30, 5) "Blink LED 16 five times slowly
LED[1].Start (19, 15, 15) "Blink LED 19 fifteen times faster
LED[2].Start (23, 7, 26) "Blink LED 23 twenty-six times fastest

Tip: This source is from: PCMProp/Chapter_02/Source/LEDs.spin.
v Download this application to the Propeller.

As this example shows, since our Flash object does the major work, our new
application-level object is clean and simple, but can blink three LEDs at different rates
simultaneously.

Tip: The LED[3] statement in the 0BJ block declared an array of three Flash
objects. Each one uses the same code but its own variable space. After compiling,
you can explore the structure of your multiobject application in the Object View
(upper-left pane of the Propeller Tool). Search for “Object View” in Propeller Tool
Help to learn more.

Timing Is Everything

How fast has our Propeller been running all this time? We have a 5-MHz crystal con-
nected (see Fig. 2-20), so it’s reasonable to think it’s running at 5 MHz, right?



TIMING IS EVERYTHING 39

5-MHz crystal

Figure 2-20 Propeller, EEPROM, and crystal circuit on
Propeller Demo Board.

That is reasonable, but incorrect. The Propeller has some incredibly powerful clock-
ing features, but as it turns out, none of our examples has set the clock mode. All this
time our Propeller has been using its internal 12-MHz clock, leaving the external
5-MHz crystal dormant.

Some applications will never need an external crystal because the internal clock is
just fine. For most applications, however, the internal clock is excessively inaccurate.

Information: The internal clock runs ideally at either 20 kHz or 12 MHz, but
its frequency can vary by as much as +66% from the ideal.

Since we’ve been using the internal 12-MHz clock, our waitent delays have not been
very accurate; clkfreq contains the ideal frequency, not the actual frequency in this case.

To achieve much higher clock accuracy we need to use an external crystal. To make
the Propeller use the external 5-MHz crystal in our circuit, our application needs to set
some built-in constants.

CON
_clkmode = xtall + plllbx "Use low crystal gain, wind up 16x
_xinfreq = 5_000_000 "External 5 MHz crystal on XI & X0

This is a CON block with the typical clock configuration. The _clkmode constant is
set for low crystal gain (xtall) and a phase-locked loop (PLL) wind-up of 16 times.
The _xinfreq tells the Propeller that the external crystal is providing it a 5-MHz clock
signal. The combination of _clkmode and _xinfreq means we have an accurate 5S-MHz
clock multiplied by 16 (with the Propeller’s internal PLL) for a total speed of 80 MHz.
That’s an amazing speed from such an inexpensive crystal.
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Applying this to the previous examples may not appear to make a change, but if you
looked at the difference on an oscilloscope it would be clear.

Tip: The clock mode constants can only be set in the application-level object.
Clock mode constants in building block objects are ignored at compile time.

SYNCHRONIZED DELAYS

Despite the clock settings noted previously, the timing of events will still be slightly off
unless we use waitent in a specific way. So far, our loops have performed an operation
and then waited for an interval of time. Since that interval was our “ideal” delay time, it
didn’t account for the overhead of the rest of the instructions in the loop. The real delay
between any two occurrences of our looped event is the time it took to start the loop
iteration, plus the time to perform the event, plus our “idealized” loop delay.

For our application, timing accuracy isn’t vital, but for many applications, accurate
timing is a must. For example, code like the following causes a cumulative error in the
moment the I/O pin toggles compared with the ideal moment in time, as seen in Fig. 2-21.
Note that the Count, Duration, and Pin symbols are long variables.

dira[Pin]~~ "Set Pin to output

repeat Count * 2 "Loop Count * 2 times...
'outal[Pin] " Toggle I/0 pin
waitent (Duration + cnt) " Delay for some time

Tip: This source is from: PCMProp/Chapter_02/Source/Out_Of_Synch.spin.

In contrast, with just a slight rewrite of the code, it uses a single moment in time
(Time 0 in Fig. 2-22) as an absolute reference for all future moments and perfectly
synchronizes the I/O pin events to those moments. Note that the Count, Duration, Pin,
and Time symbols are long variables.

diral[Pin]~~ "Set Pin to output

Time := cnt "Determine reference moment

repeat Count * 2 "Loop Count * 2 times...
waitent (Time += Duration) " Delay for some time
'outa[Pin] " Toggle I/0 pin

Time (units of Duration)

gt N 0 I O I I

Figure 2-21 1/O pin events out of synch with ideal duration.
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Tip: This source is from: PCMProp/Chapter_02/Source/In_Synch.spin.

Time (units of Duration)

Pin —

Figure 2-22 |/O pin events synchronized with ideal duration.

Just before the loop, Time is set to the current System Counter value. Inside the loop,
we first wait for the moment indicated by Time + Duration, then perform the I/O event.
The Time += Duration expression calculates that next moment and adjusts Time to that
moment in preparation for the next loop iteration.

This technique works for any loop as long as Duration is greater than the longest
possible loop overhead.

Tip: You will find an in-depth look at tackling timing-related bugs in Chapter 3.
You can also find out more by looking up “Synchronized Delays” in Propeller Tool
Help or the Propeller Manual.

Sizing the Stack

In “All Together Now,” we mentioned the need for stack space when launching Spin
code into another cog. Now we’ll discuss how to size it.

The stack used by a cog running Spin code is temporary workspace. Within the stack,
the amount of memory actually used changes with time. It grows while evaluating
expressions and calling nested methods, and shrinks when returning expression results
and returning from methods.

While developing objects, it is best to size the stack reserved for new cogs larger
than necessary to avoid the strange results that can plague a program whose stack is too
small. Until you get experienced with sizing the stack, we recommend reserving 128
longs initially and optimizing it later.

Why should you optimize, and when is the best time to do it? You should optimize
the size of stack space so your object does not waste precious memory for all the
applications that use it. Only when you’re absolutely done with your object should you
consider optimizing stack space; doing so beforehand could be disastrous as you make
final tweaks to your code.

To determine the optimal stack size needed for your object, we recommend using the
Stack Length object that comes with the Propeller Tool.
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Tip: Many objects come with the Propeller Tool software. To find demonstration
code for them, choose Propeller Library—Demos from the drop-down list above
the Folder View. To find the actual building block objects, choose Propeller Library
instead.

v Load the Stack Length Demo object (see the previous Tip) and read its comments.
o If you want to learn even more, load the Stack Length object itself and read its
top comments and its “Theory of Operation” section.

We’ll use the Stack Length Demo object as a template for our test. As it suggests,
we copy and paste its “temporary code” above the existing code in our Flash object,
as shown here:

CON
_clkmode = xtall + plll6x "Use crystal*16 for fast serial
_xinfreq = 5 000_000 "External 5 MHz crystal XI & X0
0BJ
Stk : "Stack Length” "Include Stack Length Object
PUB TestStack
Stk.Init (eStack, 32) "Init reserved Stack space
Start (16, 30, 5) "Exercise object under test
waitent (clkfreq * 2 + cnt) "Wait ample time for max stack usage
Stk.GetlLength (30, 115200) "Send results at 115,200 baud

VAR
long Cog "Holds ID of started cog
long Stack[32] "Stack workspace for cog

PUB Start(Pin, Duration, Count)
{{Start flashing led on Pin, for Duration, a total of Count times.}}

Stop
Cog := cognew(LED_Flash (Pin, Duration, Count), @Stack) + 1
PUB Stop

{{Stop flashing led.}}

if Cog 'Did we start a cog?
cogstop (Cog~ - 1) " If so, stop it
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PRI LED_Flash (Pin, Duration, Count)
{Flash led on PIN for Duration a total of Count times.
Duration is in 1/100th second units.}

Duration := clkfreq / 100 * Duration "Calculate cycle duration

dira[16..23]~~ "Set pins to output

repeat Count * 2 "Loop Count * 2 times...
loutal[Pin] " Toggle I/0 pin
waitcent (Duration + cnt) " Delay for some time

Tip: This source is from: PCMProp/Chapter_02/Source/Flash_Stack_Test.spin.

Note that we carefully checked and modified the code in the temporary TestStack
method so that:

1. “Stack,” in the Stk.Init statement, is the actual name of our reserved stack space
for the LED_Flash method.
2. “32) in the Stk.Init statement, is the actual number of longs we reserved for
LED_Flash’s stack space.
. The Start statement contains valid parameters to our Flash object’s Start method.
4. The waitent statement waits long enough for our LED_Flash method to be fully
exercised (at least one iteration of its repeat loop).

(98]

RUNNING THE STACK TEST

Now it’s time to run the test. The Stack Length object outputs its result serially on the
Propeller’s programming port. To receive the information, you need a simple terminal
application. As it so happens, the Propeller Tool installer includes one called Parallax
Serial Terminal.

v Start the Parallax Serial Terminal software.
o An icon for it may have been placed on your desktop during installation, or you
may find it in your computer’s Start — All Programs — Parallax Inc — Propeller
Tool . . . path.
o A window should appear similar to Fig. 2-23.
v Select your Propeller’s programming port from the Parallax Serial Terminal’s Com
Port field.
v Select 115200 from the Baud Rate field.
v Arrange the Parallax Serial Terminal and Propeller Tool windows so you can get to
each one quickly with the mouse.
v Select the Propeller Tool software.

When you selected the Propeller Tool software, did you notice something happened
with the Parallax Serial Terminal? The title bar (top of window) and the lower-right
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Transmit pane—type
text here to transmit to
. 7 Parallzx Serial Terminal I the Propeller.

Receive pane—text
from the Propeller
appears here.

Control panel—set port,

baud rate, and other
communication

[« | attributes here.

Com Part: Baud Rate: o A e T R TS 1
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Figure 2-23 Parallax Serial Terminal: default display.

button (control panel) change to let you know the Parallax Serial Terminal has closed the
serial port (see Fig. 2-24). This is important because it lets the Propeller Tool software
open the port to download our application.

v Start the download of our modified Flash object and, during the download, click the
Enable button of the Parallax Serial Terminal.

Com Port; Baud Rate: o3 T !" =S 5
jcomta =] [115200 =| &m0 o 0oR o © ¥ Echon
Frets... ' Clear Fatize Enable I

Click this button to enable the terminal;
this opens the serial port.

Figure 2-24 Control panel of Parallax Serial Terminal: waiting
for enable.
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. 7 Parallax Serial Terminal - {COM14)

Stack Usage: 2

The stack test shows the resulting
utilization; 9 longs.

Figure 2-25 Stack utilization message from Propeller.

After our modified Flash object is downloaded, the Parallax Serial Terminal will
open the serial port and wait for input. The pin 16 LED will flash, as expected, and a
message will soon appear in the receive pane (see Fig. 2-25).

Now we know we only need to reserve 9 longs of space for the LED_Flash meth-
od’s stack. We can adjust the stack size, remove the temporary code, and publish our
object.

VAR
long Cog "Holds ID of started cog
long Stack[9] "Stack workspace for cog

Propeller Objects and Resources

We encourage you to learn more about the Propeller. Besides reading the rest of this book
and exploring outside resources we’ve shown you, study other developers’ objects. Dozens
are included with the Propeller Tool software, and hundreds more are in a central location
called the Propeller Object Exchange—obex.parallax.com (see Fig. 2-26).

There’s an active user forum full of Propeller users with ideas, questions,
answers, and genuine motivation to share (see Fig. 2-27). Visit the Parallax Forums
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Figure 2-26 Propeller Object Exchange (obex.parallax.com).
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The Propeller Forum is full of great ideas, enthusiastic supporters, and endless opportunities to learn.

Figure 2-27 Parallax Propeller Forum.

at forums.parallax.com. The top threads contain links to many valuable Propeller
resources.

More tips and examples can be found by joining a Propeller Webinar (a live web-
based meeting) or viewing archived webinars at www.parallax.com/go/webinar (see
Fig. 2-28). This is a way to connect to Parallax staff and get an inside look at how to
use the multicore Propeller.


www.parallax.com/go/webinar
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Figure 2-28 Propeller Webinars (www.parallax.com/go/webinar).

Summary

Together we built our own object that evolved into a building block other developers
could use. Along the way, we learned about methods, I/O, loops, decisions, timing, and
single-core versus multicore processing. The next chapter will build up your object
debugging skills, and then you’ll have the foundation you need to dive into the many
fascinating projects that fill the remainder of this book.
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Exercises

To further your learning experience, we recommend trying the following exercises on
your own:

1 Explore the Propeller Library and Demos included with the Propeller Tool. Compile
and run as many as possible, and take the time to study the code.

2 Modify the examples we built to perform tasks of your choice. Can you make an
application that performs three or four different tasks at once?

3 Log on to the Propeller Forum and read through, and even post to, some of the recent
threads.
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DEBUGGING CODE FOR

MULTIPLE CORES

Andy Lindsay

The chapter title, “Debugging Code for Multiple Cores,” might sound a little like
a computer science or engineering course topic that students struggle through and
then wax poetic about how hard it was later in life. If that’s the kind of challenge
you were looking for, sorry, you won’t find it here. As with application development,
debugging multicore applications with the Propeller microcontroller is typically easier
than debugging equivalent single-core, time-sliced implementations. The Propeller
microcontroller’s architecture, programming language, and object design conventions
all work together to minimize the likelihood of coding errors (aka bugs). They also help
keep any coding errors that do sneak in on the surface where they are easier to spot. In
addition, there are a number of healthy coding habits that help prevent multiprocessor
coding mistakes, as well as software packages, useful objects, and techniques you can
use to reduce the time it takes to find and correct coding errors. These preventative
measures, software packages, and bug finding and correcting techniques are the focus
of this chapter as it introduces the following:

B Propeller features that simplify debugging

B Object design guidelines for preventing multiprocessing bugs
B Common multiprocessor coding mistakes

B Survey of Propeller debugging tools

B Debugging tools applied to a multiprocessing problem

The most common root cause of coding errors that do make their way into Propeller

multicore applications is our natural tendency to forget that segments of the application
code get executed in parallel. Thinking in multiprocessing terms seems like it should
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be a simple thing to remember, but especially at first, it’s all too easy to forget.
Once forgotten, obvious bugs can start to seem subtle and difficult to find, at least
until the results of some test provides the necessary reminder. So, start your parallel
processing-think memory exercises as you go through this chapter by keeping in mind
that segments of multicore Propeller application code get executed in parallel by more
than one cog.

Resources: Demo code and other resources for this chapter are available
for free download from ftp.propeller-chip.com/PCMProp/Chapter_03.

Propeller Features That Simplify
Debugging

The Propeller microcontroller’s architecture, programming language, and design
conventions that object authors adhere to don’t just simplify application development—
they help prevent a myriad of coding errors that could otherwise plague application
developers.

ARCHITECTURE THAT PREVENTS BUGS

While designing the Propeller microcontroller, one of Chip Gracey’s first and fore-
most goals was to distill its design so that the rules for accomplishing any task would
be simple and straightforward. Two examples where this design approach prevents a
variety of bugs are in I/O pin and memory access.

There are some multicore microcontroller designs where each processor has direct
access to only its own bank of I/O pins, so extra communication steps are necessary
for a core to interact with an I/O pin outside of its bank. In contrast, with the Propeller
chip, any cog or group of cogs can influence any Propeller microcontroller I/O pin or
group of I/O pins at any time. Each cog has its own output and direction registers for
all I/O pins, and to make I/O pin states follow a simple set of rules, all the cogs’ I/O pin
direction and output settings pass through the top set of OR gates shown in Fig. 3-1.
With this arrangement, if one cog sets an I/O pin register bit to output, a different cog
can still leave its I/O pin direction register bit set to input, and even monitor the state
of the I/O pin to find out what signals the other cog is transmitting.

The rule for multiple cogs controlling outputs is also simple. If one or more cogs
control the same I/O pin output, a cog sending a high (binary 1 in the output register
bit) will win and the I/O pin will be set high, even if other cogs have binary Os in the
same output register bits. This scheme makes it possible for one cog to modulate higher-
speed on/off carrier signals that another cog is transmitting. Whenever the modulating
cog sends a high signal, the carrier signal’s low signals don’t make it through. When
the modulating cog sends a low signal, the carrier’s high and low signals can make it
through. Figure 3-2 shows an example where the upper trace is the signal from two cogs
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sharing an I/O pin and the lower trace is a copy of the modulator cog’s signal, which
stops the upper trace’s carrier signal whenever it’s high.

Low-level main memory access collisions are another example of a potential debugging
problem that could have been left to the programmer to prevent. Memory access collisions
can occur if two processors attempt to access the same 32-bit long in memory at the same
instant. Low-level memory access collisions are prevented in the Propeller microcontroller
by giving each cog Main RAM access in the round-robin fashion shown in Fig. 3-3.
This completely eliminates the possibility of low-level memory collisions because each
cog takes its turn accessing memory elements. This also frees the application from any
concerns about taking turns at accessing individual memory elements and immensely
simplifies the code. In addition to 32 K bytes (8 K longs) of Main RAM, each cog has its
own 2 K bytes (512 longs) of Cog RAM. Each cog has exclusive access to its own Cog
RAM, without taking turns, which can be useful for speed-optimized processes.

Even though the Propeller chip’s architecture has eliminated the possibility of low-level
main memory access collisions, there can still be timing issues with cogs reading from
or writing to groups of memory elements during the same time period. In that case, one
cog might get half old and half new values, as the other cog is busy updating the same
group of memory elements. So, the Propeller microcontroller’s main memory has eight
semaphore bits, called locks, which simplify the task of making sure that one cog doesn’t
try to read a group of variables at the same time another cog is updating them.

Communication between cogs is another design puzzle that has a variety of solutions,
some of which could have made coding complex and bug-prone. With the Propeller
microcontroller, cogs can exchange information through the Propeller chip’s Main
RAM. Again, since each cog gets sequential access to individual memory elements,
bugs as a result of low-level memory contention are not possible, and lock bits built into

System
Counter

Hub and Cog Interaction

Figure 3-3 Block diagram excerpt—round
robin main memory access.
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main memory for updating groups of memory elements make this a simple, effective,
and bug free means for cogs to exchange information.

One last but not-so-obvious characteristic of the Propeller chip’s design that helps
reduce bugs is its hardware symmetry. As mentioned in Chap. 1, all cogs are physically
identical, rather than being specialized for certain functions. This allows any cog to be
as useful as any other cog for any task, so it is not necessary to assign code to a specific
chunk of hardware (unless desired, as the Spin language certainly provides for this).
This allows the next available cog to handle whatever task is presented, and there is no
need to determine if unexpected behavior is a result of code waiting for, or running in,
a certain type of core.

LANGUAGE AND PROGRAMMING CONVENTIONS
THAT HELP PREVENT BUGS

The Spin and Assembly languages incorporated into the free Propeller Tool software
have a number of features that help prevent multiprocessing bugs. For example, the lock
bits have a set of commands that help manage main memory. Likewise, there is a set
of cog commands to give the developer more control over the hardware, if desired. For
example, a cog can be selected and launched by number with coginit so the developer
can know exactly which process is happening where. Code can also be launched into the
next available cog with cogneuw, report where it landed with cogid, and a cog’s ID used
with cogstop will shut down that cog. An arrangement similar to this is incorporated
into objects available from the Propeller Object Exchange because it allows building
block objects to launch code into the next available cog without interfering with any
cogs that the application might already be using.

The object-based nature of the language was introduced in the previous chapter,
and one of the most important features of building block objects from the Propeller
Library and Propeller Object Exchange is that their authors (usually) follow con-
ventions established by Parallax to make their interfaces simple and trouble-free.
Building block objects that launch code into other cogs take care of most of the
multiprocessing grunt work. Good objects also contain methods that simplify con-
figuring the process executed by the other cog and exchanging information with
the top-level application object.

By convention, a building block object that launches a process into another cog has a
Start method that receives configuration information and contains code that launches
the new cog. It also has a Stop method for shutting the process down and freeing the
cog. In many cases, these objects also have methods that provide a data exchange inter-
face. In other cases, the parent object passes information about its variable addresses
so that the object can directly write to and/or read from the parent object’s variables.
Regardless of whether a method interface, a memory sharing interface, or some com-
bination of the two gets used, the building block object that manages the process keeps
the interface simple.

For example, let’s consider the Propeller Library’s Keyboard object. After its Start
method gets called, its assembly language code takes care of communication with the
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keyboard and buffers any key presses. The application object can then call the Keyboard
object’s Key method to get the latest buffered key press (or find out that there’s nothing
in the buffer) whenever it has time. Another example is the Sigma-Delta ADC object,
which is designed to provide digitized analog voltage measurements and will be dem-
onstrated in Chap. 4. This object’s Start method is designed to receive a variable’s
memory address from the application object. After the Sigma-Delta ADC object’s Start
method launches its analog-to-digital conversion code into a new cog, that cog always
copies the most recently measured voltage value into the parent object’s variable that
was set aside for receiving the measurements. In either case, the end result is a simple
and easy-to-use interface, which, in turn, tends to be bug-free because all the application
code has to concern itself with using the information it has received.

Object Design Guidelines

If you plan on designing a building block object that launches a process into another
cog, either for an application or for the Propeller Object Exchange, the Start and Stop
method conventions introduced in the previous chapter are crucial, and designing a
bug-free interface that communicates with other objects through shared memory is
equally crucial.

Figure 3-4 shows an example of one of the ways a building block object that has
launched a process (either a method or some assembly code) into another cog can
provide an information bridge between the two cogs. This figure shows a call to one
of its methods after the object has launched a cog as a result of a call the application
object made to the building block object’s Start method. To exchange information

Application Object Building Block Object

CaFI Start F'arameter(s) Start Launch into
Method Method Other Cog
Return
Value
Global
Variables
Parameter(s) - / \
Method Publlc Method
Cail Method or ASM
Return
Value Public
Method

Cog Main RAM Other Cog

Figure 3-4 Cog information exchanges with object.method calls.
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with the other cog, the application object calls one of the building block object’s public
methods. Code in those public methods is executed by the same cog that is executing
the application object’s method call. Those public methods can exchange informa-
tion with the method(s) or assembly language (ASM) code executed by the other cog
through the building block object’s global variables. Propeller Library examples of
objects that use this approach include the Parallax Serial Terminal, Keyboard, and
Mouse objects.

Another common design for building block objects that manage processes in other
cogs involves a Start method with one or more parameters that receive one or more
memory addresses from the application object. The process that the building block object
launches into another cog then uses those memory addresses to update and/or moni-
tor one or more variables in the application object. Instead of object.Start (valuel,
value2,...), the application object would use object.Start(@varaiblel,
@variable2,...) to pass addresses of variables that the application object expects
the building block object to work with. Once the building block object knows these
addresses, it passes them to a Spin or assembly language coded process that it launches
into another cog. That process can use the memory addresses to read directly from
and/or write directly to the application object’s variables, as shown in Fig. 3-5. Code
in the application object can then exchange information with the other cog by simply
writing to or reading from those variables.

There are also other, less common variations and combinations of the two cog infor-
mation exchange arrangements just discussed. In some cases, they are used to support
a particular set of tasks the building block object is expected to perform. Regardless
of the design, the building block object’s documentation should be clear about how it
exchanges information with the application object, and the documentation should also
be clear about what its public methods do, the parameters they expect, and the values
that return. The object should also be thoroughly tested to verify that it functions as
advertised.

Application Object Building Block Object
Address ”
Call Start | —22rameter(s) o (grant
Method €—— | Method
Return
Val
aue Launch into

. Other Cog
Main Global
RAM Variables N

¢ | |

Cog Other Cog

Figure 3-5 Cog information exchanges through mutually
agreed-upon memory addresses.
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Common Multiprocessor
Coding Mistakes

Thanks to the Propeller microcontroller’s architecture, programming languages, and
object design conventions, the list of common multiprocessor-related coding mistakes
is small. This section explains each potential coding mistake, its symptoms, and how
to correct it.

Missing call to a building block object’s Start method
Missing I/O pin assignments in a new cog

Incorrect timing interval

Code that missed the waitcnt boat

Only one cog is waiting while the other has moved on
Memory collisions

Wrong address passed to a method

Forgotten literal # indicator for assembly language code
Method in a new cog outgrows stack space

STUCK ON A BUG?

If you get stuck on a bug with test code using multiple processors, go through this
list because chances are, the bug will be one of these items. The community at
http://forums.parallax.com can also help with finding bugs and correcting misun-
derstandings about how a given piece of code works.

MISSING CALL TO A BUILDING BLOCK
OBJECT’S START METHOD

A building block object that executes code in more than one cog typically has a Start
method, which has to be called to launch the code that does its job into another cog. The
Test Float32.spin application object utilizes three building block objects to calculate
and display the floating point tangents of integer-degree values entered into the Parallax
Serial Terminal’s transmit windowpane. Two of those building block objects have Start
methods: Parallax Serial Terminal and Float32. The Parallax Serial Terminal object
has assembly code that gets launched into another cog that maintains full duplex serial
communication with the PC, and the Float32 object also has assembly code that gets
launched into another cog to optimize the speed of its floating point calculations. In
addition to Start and Stop methods, both of these objects have methods that take care
of exchanging information with code running in the other cogs. These methods all use
the scheme shown in Fig. 3-4, accepting parameters and passing them to the other cogs,
or returning results they got from other cogs, or both. The third building block object is
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FloatString. This object is a collection of useful methods for converting floating point
values to their string representations, but it does not use any other cogs to make these
conversions, so it does not have a Start method.

Each of these objects has documentation comments that explain how to use their
methods.

v Load Test Float32.spin into the Propeller Tool software.

v Use Run — Compile Current — View Info F8 to compile the application.

v Use the upper-left Object View pane to open the Parallax Serial Terminal, Float32,
and FloatString objects.

v Click the Documentation radio button to display each of the building block objects
in documentation view.

The Parallax Serial Terminal and Float32 objects both have Start and Stop meth-
ods listed first in their Object Interface sections, which is visible in the Propeller Tool
software’s documentation view. This is your clue that each of these objects launches
code into another cog and that your application code will have to call each of their
Start methods before calling any of their other methods. If an object’s Start method
is optional, its documentation comments should state that, and if it doesn’t, a call to the
object’s Start method is probably required for the object to do its job(s).

" Test Float32.spin

CON
_clkmode = xtall + plll6x " Crystal and PLL settings
_xinfreq = 5_000_000 " 5 MHz crystal x 16 = 80 MHz
0BJ
pst : "Parallax Serial Terminal” ' Serial communication object
fp : "Float32” " Floating point object
fs : "FloatString” " Floating point string object

PUB Go | degrees, radians, cosine

pst.Start (115200) " Start Parallax Serial Terminal cog
fp.Start " Don't forget this!!!
pst.Str (String ("Calculate tangent...', pst#NL))
repeat
pst.Str (String (pst#NL, "Enter degrees: "))
degrees := pst.Decln " Get degrees

" Convert to floating point radians.
radians := fp.Radians (fp.FFloat (degrees))
" Calculate tangent.
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cosine := fp.Tan(radians)

" Display result.

pst.Str (String ("Tangent = "))
pst.Str (fs.FloatToString (cosine))

Test Float32.spin works correctly since both of the Parallax Serial Terminal and
Float32 objects’ Start methods were called, and the interactive testing for floating
point tangent calculations is shown in Fig. 3-6. To enter numbers into the Parallax Serial
Terminal, click the Transmit windowpane before typing. The Transmit windowpane is
just above the Receive windowpane, and in Fig. 3-6, it has the number 30 entered into it,
just above the first line in the Receive windowpane that reads “Calculate tangent...”

If this is your first time running the Parallax Serial Terminal, follow these
instructions:

v Make sure your Propeller chip’s power supply and programming cable are connected.

v In the Propeller Tool software, make sure Test Float32 is the active tab. In other
words, the Test Float32.spin code should be displayed in the Propeller Tool soft-
ware’s Editor pane.

v In the Propeller Tool software, click Run — Identify Hardware... F7 and make a
note of which COM port the Propeller is connected to. Then, in the Parallax Serial

.- Parallax Serial Terminal - [Disabled. Cli... |- [O]X|

30 =

Calculate tangent... fj

Enter degrees: &0

Tangent = 1.732071
Enter degrees: 45

Tangent = 1

Enter dediees: 30

4] I na
Com Part: BaudRate: o 7% [T DTA [T ATS
[comis =1[115200 %] = g o pom o C15

Frefs... I Elear I Palize

r; Echo On

Figure 3-6 Calculate tangents with a floating point
object.
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Terminal software, set the Com Port drop-down menu to the COM port number you
got from the Propeller Tool software.

v Set the Baud Rate drop-down to 115200 so that it matches the baud rate passed to the
Parallax Serial Terminal object’s Start method with the Test Float32.spin object’s
pst.Start (115200) method call.

When you load a program that exchanges messages with the Parallax Serial Terminal
into the Propeller chip with the Propeller Tool, make sure to click the Parallax Serial
Terminal’s Enable button as soon as the Propeller Tool software’s Communication
window reports Loading... If you wait too long to click the Parallax Serial Terminal’s
Enable button, it might have already missed the Propeller chip’s user prompt messages.
If that’s the case and you used the Propeller Tool’s Run — Compile Current — Load
RAM FI10 to load the program, you will have to reload it. If you instead used Run —
Compile Current — Load EEPROM F11, you can restart the program by either pressing
and releasing the Propeller board’s Reset button or double-clicking the Parallax Serial
Terminal’s DTR check box.

v Make sure there is a check mark in the Parallax Serial Terminal’s Echo On check box.
This displays text you type in the Parallax Serial Terminal’s Transmit windowpane
in its Receive windowpane.

v In the Propeller Tool software, load the program into the Propeller chip, either with
Run — Compile Current — Load RAM F10 or with Run — Compile Current —
Load EEPROM F11.

v As soon as the Propeller Tool software’s Communication window reports Loading...,
click the Parallax Serial Terminal’s Enable button. Don’t wait, or you might miss the
user prompts.

The Parallax Serial Terminal’s transmit windowpane is shown in Fig. 3-6 with the
number 30 typed into it. It’s just above the “Calculate tangent...” title in the Receive
windowpane’s display.

v Type integer-degree angles into the Parallax Serial Terminal’s transmit windowpane,
pressing the Enter key after each one. Try 30 first and verify that your results match
Fig. 3-6.

The Propeller will reply by sending the string representation of the floating point
result to the Parallax Serial Terminal.

Creating the “forgot to call a building block object’s Start method” bug is
easy. Just comment one or both of the Start method calls in Test Float32.spin
by placing an apostrophe to the left. Then, load the modified application into the
Propeller chip. Since the application depends on the processes the two objects run
in other cogs, either one will create rather drastic bug symptoms. Commenting pst.
Start (115200) will prevent any serial messages from being exchanged between
the Propeller chip and Parallax Serial Terminal. Commenting fp.Start will cause
all the floating point results to be 0.
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AUTHOR’S NOTE

Forgetting to include Start method calls in application objects is my most common
coding error. In fact, when I demonstrated on the fly floating point examples during
Propeller seminars and trainings, I forgot the fp.start method call on several
occasions. Each time, it took a couple of minutes to figure out, and it’s amazing
how time seems to slow to a standstill while trying to find and fix a bug in front
of a large group.

Even after all that, I still almost forgot to include “Missing call to a building block
object’s Start method” in my list of most common multiprocessor coding mistakes.

MISSING 1/0 ASSIGNMENTS IN NEW COG

As mentioned in the “Architecture that Prevents Bugs” section, each cog has its own
I/O direction and output registers. Although this solves a number of potential problems,
there is still one coding error people tend to make: configuring the I/O from the wrong
cog. The typical form of this error is code that makes I/O pin configurations in one cog,
and then launches a new cog to control the I/O pins. If the new cog isn’t also configured
to work with those I/0 pins, it won’t be able to control their output states. Furthermore,
if the cog that launched the new cog never needed to control the I/O pins, there isn’t
any reason for its code to make any I/O pin configurations at all. In that case, the code
that the new cog executes is the only code that needs to configure its I/O registers. For
example, IO Declaration Bug.spin launches a process that is supposed to make a light
blink, but the light emitting diode (LED) in Fig. 3-7 won’t blink because the I/O pin was
set to output by the cog executing the Go method. The cog executing the Blinker method
never sets its I/O pin to output, so it has no control over the I/O pin’s output state.

LIGHT AND PUSHBUTTON CIRCUITS

The light and pushbutton circuits in this section are explained in more detail in
“Propeller Education Kit Labs: Fundamentals”—4: I/O and Timing Basics Lab.
A more basic introduction to these circuits and examples of building them from
schematics is also included in early “What’s a Microcontroller?” chapters. Both
are free downloads from www.parallax.com.

P5
100 @

Figure 3-7 Blinking light
GND test circuit.
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" 10 Declaration Bug.spin

VAR

long stack[10]

PUB Go
dira[5] =1
cognew (Blinker, @stack)
repeat

PUB Blinker

repeat
louta[5]
waitent (clkfreq/4 + cnt)

" Array cog executing Blinker

" **xBUG PS5-output in the wrong cog
" Launch a new cog to control P5
" Optionally keep cog running

" Infinite loop

Invert P5 output register bit

" Delay for 1/4 s

63

This problem can be corrected by moving the I/O pin direction setting to the method

that is launched into the new cog.

’

I0 Declaration Bug (Fixed).spin
VAR
long stack[10]

PUB Go

cognew (Blinker, @stack)
repeat

PUB Blinker

dira[5] := 1
repeat
loutal[5]
waitent (clkfreq/4 + cnt)

" Array cog executing Blinker

Launch a new cog to control P5
Optionally keep cog running

" P5-output in the right cog

" Infinite loop

" Invert P5 output register bit
" Delay for 1/4 s

As an aside, adding pin and delay parameters to the Blinker method gives the Go
method some flexibility for setting I/O pin and delay.

" Other Cog Blinks Light.spin
VAR

long stack[10]

" Array cog executing Blinker
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PUB Go
cognew (Blinker (5, clkfreq/4), @stack) " Launch new cog
repeat " Optionally keep this cog running
PUB Blinker (pin, delay) " Blink light method
diralpin] :=1 " Set I/0 pin to output
repeat " Repeat loop
waitcent (delay + cnt) " Delay 1/4 s
'outa[pin] " Invert I/0 pin output state

TIMING INTERVAL ERRORS

Although precise timing was not required for the last three blinking light code exam-
ples, there are many other situations where a precise time interval is crucial. Examples
include the Parallax Serial Terminal’s signaling for serial communication with the PC
and establishing a sample interval for taking sensor and signal measurements, which
will be utilized in the next chapter’s Sigma-Delta A/D conversion examples. The blink-
ing light example programs have two potential sources of “bugs” that contribute to an
inexact timing interval. First, they do not use a precise external clock, and second, code in
their waitent commands does not compensate for the time it takes other commands in
the repeat loop